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 In this study, hybrid RPCA-spectral biclustering model is proposed in 

identifying the Peninsular Malaysia rainfall pattern. This model is a 

combination between Robust Principal Component Analysis (RPCA) and bi-

clustering in order to overcome the skewness problem that existed in the 

Peninsular Malaysia rainfall data. The ability of Robust PCA is more 

resilient to outlier given that it assesses every observation and downweights 

the ones which deviate from the data center compared to classical PCA. 

Meanwhile, two way-clustering able to simultaneously cluster along 

two variables and exhibit a high correlation compared to one-way 

cluster analysis. The experimental results showed that the best cumulative 

percentage of variation in between 65%-70% for both Robust and 

classical PCA. Meanwhile, the number of clusters has improved from six 

disjointed cluster in Robust PCA-kMeans to eight disjointed cluster for the 

proposed model. Further analysis shows that the proposed model has smaller 

variation with the values of 0.0034 compared to 0.030 in Robust PCA-

kMeans model. Evident from this analysis, it is proven that the proposed 

RPCA-spectral biclustering model is predominantly acclimatized to the 

identifying rainfall patterns in Peninsular Malaysia due to the small variation 

of the clustering result. 
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1. INTRODUCTION 

Rainfall patterns identification is key to categorize hydrologic events for climatologist or 

hydrologist to be able to streamline hydrologic convolution. Some of the most popular methods in identifying 

the rainfall patterns through data mining approaches are Principal Component Analysis (PCA) and 

cluster analysis. These approaches have been well-known for many years and applied in a wide range of 

research fields such as classification of weather types, climate regionalization and circulation patterns 

associated to climate extremes [1-3]. PCA reduces the dimension of the data matrix which is commonly 

employed as a pre-processing method for the benefit of guiding the classification process. A classical 

approach in PCA requires the use of configuration points of entities between the rows and columns of the 

data based on Pearson correlation matrix. In this instance, Pearson correlation matrix is often employed in the 
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derivation of T-mode correlation to evaluate the similarity occurrence between daily rainfalls [4-7]. 

A key characteristic of Pearson correlation is it gives equal weight to each pair of the observations. 

In analyzing the features of rainfall pattern in Malaysia, the focal principal is that the daily rainfall is 

normally inherently skewed the right. This is reflected by how the data has high tendency to be skewed 

towards higher and only positive values. Consequently, affected observations are distinguished as outlying. 

Pearson correlation progressively reduces its advantages in significantly skewed distributions [8]. It would 

lower the discriminatory power due to the fact that outliers undoubtedly stick out in one observation, causing 

the information in an observation to be weakened [9]. Therefore, Pearson correlation might not be suitably 

applicable since the weight for each days are unequal, seeing how it is interconnected with the clustering 

result in highlighting the rainfall patterns. Cluster analysis has been developed to subdivide observations of 

similar patterns and dissimilar patterns accordingly into different clusters. Typically, classical clustering 

techniques in climate data apply the algorithms to either the rows or the columns within time or space 

domains of the data matrix separately [10-14]. In time-clustering techniques, segments of time are detected 

where the values of the time series are similar to each other [15]. Also, classical clustering technique 

typically divides the database of rainfall patterns into clusters with the assumption that every rainfall pattern 

belongs to only one specific cluster. This implies that the members of each cluster are exclusive and 

exhaustive to one and only one cluster. However, in practice, this is rarely true. 

In this paper, two statistical strategies are presented based on data mining approaches to identify the 

torrential rainfall patterns in Peninsular Malaysia by considering the issues mentioned above. Robust PCA-

based Tukey's biweight correlation is introduced. Alternatively, this is a new optional correlation measure to 

Pearson correlation matrix in PCA approach [16]. Tukey's biweight correlation is based on Tukey's biweight 

function that relies on M-estimators used in robust correlation estimates. This approach is more resilient to 

outlying values given that it assesses every observation and downweights the ones which deviate from the 

data center. This estimator is more efficient, flexible and fairly function under diverse data distributions [17]. 

So as to counter the issue in clustering technique, a series of two-way clustering methods known as spectral 

biclustering is introduced to simultaneously cluster along two variables. The aim of concurrent clustering is 

to find sub-matrices, which are subgroups of rows and subgroups of columns that show a high correlation.  

 
 

2. RESEARCH METHOD  

2.1.  Data 

The daily rainfall data from the interval of 1975 to 2007 was gathered from the Department of 

Irrigation and Drainage, Malaysia, or Jabatan Pengairan dan Saliran (JPS). The data were collected from 75 

stations in different geographical coordinates on four regions in Peninsular Malaysia which are east, 

southwest, west and northwest. Primarily, this study’s main interest is extreme rainfall event which is known 

as the torrential rainfall. Hence, it was important to select some criteria to lead and establish a threshold 

to find a certain distinction between what does or does not constitute a day of torrential rainfall 

in the Peninsular Malaysia regions. The most common and applicable threshold in a tropical climate for this 

was 60 mm/day [18]. The filtered days with rainfall that exceeded 60 mm in at least 2% of the stations 

were used [19]. The outcome was 250 days and 15 rainfall stations - an ample figure to exemplify the main 

torrential centers. 

 

2.2.  Principal component analysis 

In climate data, the typical torrential rainfall patterns are derived using principal component analysis 

(PCA) method based on T-mode approach. T-mode was used with the aim of analyzing spatial fields in 

different times. This is practical for extracting and reproducing the types of circulation, measuring their 

frequency and displaying the periods of dominant weather [20]. The main purpose of using PCA is to 

decrease the large dimensional data into low dimensional data while concurrently retaining the significance 

information of the data set [21]. In addition, this method is quite popular for finding patterns in high 

dimensional data [22]. The main part in PCA covers standard deviation, covariance or correlation 

and eigenvector. The algorithm of PCA approach works as follows: 
 

𝑿 = (

𝑥11, 𝑥12, 𝑥13 ⋯ 𝑥1𝑗

𝑥21, 𝑥22...

, 𝑥23 ⋱ 𝑥2𝑗

𝑥𝑖1 , 𝑥𝑖2, 𝑥𝑖3 ⋯ 𝑥𝑖𝑗

) (1) 

 

Given matrix 𝑿 is the rainfall data in Peninsular Malaysia comprises 𝐼 observations (i.e. rainfall days) 

described by 𝐽 variables (i.e. rainfall stations) and it is represented by the 𝐼 × 𝐽 matrix 𝐗, whose generic 

element is 𝑥𝑖,𝑗. Then, the spatial T-mode matrix is defined as 
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𝐗′ = 𝐗′T𝐗 (2) 

 

where the transpose operation is denoted by the superscript T. 

Subsequently, the matrix can be defined through the correlation matrix 

 

𝐶𝑡𝑡 = 𝐶𝑜𝑟 (𝐗′) =  
∑ (𝐗𝑖

′−𝐗̅𝑖
′
)(𝐗𝑗

′−𝐗̅𝑗
′
)𝑛

𝑖=1

√∑ (𝐗𝑖
′−𝐗̅𝑖

′
)2 ∑ (𝐗𝑗

′−𝐗̅𝑗
′
)2𝑛

𝑖=1
𝑛
𝑖=1

 (3) 

 

According to the (3), eigenvectors and eigenvalues are calculated using this expression. The followings are 

the steps involved in PCA algorithm:  

Step 1: Acquire the input matrix.  

Step 2: Compute T-mode based Pearson correlation matrix.  

Step 3: Compute the eigenvectors and eigenvalues of the correlation matrix.  

Step 4: Choose the most important principal components based on cumulative percentage of total variation.  

Step 5: Obtain the new data set 

 

2.3.  Robust Principal Component Analysis 
Tukey's biweight correlation is based on Tukey's biweight function which depends on M-estimators 

applied in robust correlation estimates. M-estimate has a derivative function, 𝜓 which defines the weights 

allotted to the observations in the data set. It has the ability to downweight observations to emulate its 

influence from the centre of the data [17]. The derivative function is obtained as follows: 

 

𝜓(𝑢) = {
𝑢(1 − 𝑢)2 |𝑢| ≤ 1

0 |𝑢| > 1
  (4) 

 

Evidently, if |𝑢|is large enough, then 𝜓(𝑢) reduces to zero. An important aspect to evaluate the resistance to 

outlying data values of M-estimators is its breakdown point. By definition, a breakdown point means the 

smallest fraction of contamination which may instigate inaccurate result [23]. In this study, Tukey's biweight 

with breakdown points of 0.2, 0.4, 0.6 and 0.8 were compared using simulated data and breakdown point of 

0.4 performed the best. According to [24], a breakdown point of 0.4 generally performs better in most 

circumstances in which the result is more precise and effective when compared to a lower breakdown point. 

The biweight estimate of correlation is established by first determining the location estimate, T ̃ and further, 

updating the shape estimate, S ̃. The (𝑖, 𝑗)𝑡ℎ element of S ̃, i.e. 𝑠̃𝑖𝑗  serves as a resistant estimate of the 

covariance between the two vectors, 𝑋𝑖  and 𝑋𝑗. The calculation of biweight correlation of both vectors is: 

 

𝑟̃𝑖𝑗 =
𝑠̃𝑖𝑗

√𝑠̃𝑖𝑖𝑠̃𝑗𝑗

  (5) 

 

With 
 

𝑇𝑛
(𝑘+1)

=
∑ 𝑋𝑖𝑤(𝑢

𝑖(𝑘))𝑛
𝑖=1

∑ 𝑤(𝑢
𝑖(𝑘))𝑛

𝑖=1

 k = 0,1,2,… (6) 

 

𝑆𝑛
(𝑘+1)

=
∑ 𝑤(𝑢

𝑖(𝑘))(𝑋𝑖−𝑇(𝑘+1))(𝑋𝑖−𝑇(𝑘+1))𝑡𝑛
𝑖=1

∑ 𝑤(𝑢
𝑖(𝑘))(𝑢

𝑖(𝑘)
𝑛
𝑖=1 )

  (7) 

 

where 𝑇𝑛
(𝑘+1)

is a location vector and 𝑆𝑛
(𝑘+1)

is a shape matrix such that 𝑘 = 0,1,2, …. 

Thus, a PCA-based Tukey’s biweight correlation for K-means cluster analysis has the tendency to establish a 

better cluster partition which is more resilient towards the outlying values than Pearson correlation in PCA.  
 

2.4.  k-Means  

The initial step was to randomly select k objects, where each initially represents a cluster 

mean or center. Next, the respective data point, 𝑒𝐿 is allotted to the nearest cluster centre. Euclidean distance 

method was commonly applied to calculate the distance, 𝑑( 𝑒𝐿 , 𝑐) between each data points,  𝑒𝐿 and centroid, 

𝑐𝐿 as shown in (7). 
 

𝑑(𝑒, 𝑐) = √∑ ( 𝑒𝐿 − 𝑐𝐿)2𝑛
𝑖=1  (8) 
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When all the data points were assigned to each of the clusters, the cluster centroid was recalculated. 

k-Means clustering algorithm functions in the following steps: 

Step 1: Randomly choose 𝑘 objects from the set of data as initial cluster centroid. 

Step 2: Determine the distance between each data points 𝑑 and assign each item 𝑑 to the cluster which has 

the closest centroid. Recalculate the cluster centroid for each cluster until convergence criteria is reached. 

 

2.5.  Spectral Biclustering  

The spectral biclustering algorithm was proposed as a method to identify subsets of features and 

conditions with checkerboard structure which can be described as a combination of constant biclusters in a 

single data matrix. In this study, the spectral biclustering was applied in order to obtain the rainfall patterns. 

This method has efficient performance, suitable for working with large matrices [25]. A set of matrix data, 

matrix A was represented along two variables dimension, M and N as (𝑎𝑖𝑗)𝑚𝑥𝑛. Matrix A then supposed to 

be bicluster into K and L submatrices. Then, let 𝑃(𝑘,𝑙) be the sub matrix and denoted with the average of all 

values of the submatrix as 𝜇(𝑘.𝑙). By using 𝜇(𝑘.𝑙), the variation of the matrix could be identified which defines 

the error. The goal of a biclustering is to find the partition with minimum error. The problem remains as how 

to choose the best value for K and L. For this part, a method proposed in [11] was referred which explained 

that the error decreased as K and L increased. As the spectral biclustering approach was applied to the data 

set, the value of K ∈ {25, 26, 27} and L ∈ {4}. The algorithm was applied randomly for 50 times to obtain 

the optimal values of (K,L). The followings are the steps required for the proposed algorithm: 

Step 1: Acquire the input matrix. 

Step 2: Standardize the data with median and mean absolute deviation (MAD), i.e. 

 

𝑥𝑖𝑗
∗ =

𝑥𝑖𝑗−𝑥̅

𝑚𝑒𝑑𝑖𝑎𝑛(|𝑥𝑖𝑗−𝑚𝑒𝑑𝑖𝑎𝑛(𝑥𝑖𝑗)|)
  (9) 

 

such that 𝑥𝑖𝑗  refers to elements in the input matrix. 

Step 3: Arrange the data to obtain a T-mode decomposition. 

Step 4: Set the breakdown point, 0.4 for the Robust PCA. 

Step 5: Compute the robust correlation measure, PCA-Tukey's biweight correlation matrix. 

Step 6: Compute the eigenvectors and eigenvalues of the Robust PCA. 

Step 7: Choose the significance components based on cumulative percentage of total variation. 

Step 8: Compute the matrix of component loadings 

Step 9: Apply spectral biclustering to matrix of component loadings. 

 

 

3. RESULTS AND DISCUSSION  

There are two main discussions in this section: the selections of cumulative percentage to remove 

the amount of principal components and the sensitivity of the amount of cluster to the choice of clustering 

approaches. The effect on clustering result when using hybrid Robust PCA against classical PCA approaches 

will also be shown. As noted from Table 1, the amount of components obtained from both approaches in 

PCA at respective level of cumulative percentage of variations differ. Apparently, robust PCA entailed less 

number of components to extract to achieve at least 70% of cumulative percentage of variation, contrary to 

PCA. To illustrate, at 80% cumulative percentage of variation, there were 28 components retained when 

using Robust PCA while as for Classical PCA, there were 35 components. Excessive inclusion of principal 

components overstated the significance of outlier, creating poor results in distinguishing rainfall patterns. 

These findings are in line with those in [26]. Meanwhile, irrespective of the cumulative percentage of 

variation, the number of clusters as an outcome of PCA combined with two clustering approaches stabilized 

at only two clusters. This is indicative of some influential observations in the data. In climatology studies 

especially in identifying rainfall patterns, obtaining more than two clusters to describe the variations of 

patterns of rainfall is more pertinent. This result was supported by [27] which denoted that some amount of 

clusters i.e. a couple of clusters would not be adequate to determine rainfall pattern whilst it comes to 

conducting considerable rainfall patterns analysis. Therefore, two cluster sets are evidently unfitting since 

they cover the actual construct of the data. 

Figure 1 demonstrates the amount of clusters acquired by the means of Robust PCA combined with 

k-means cluster analysis and proposed model of Robust PCA combined with spectral biclustering. Evidently, 

relative to cluster partitions, Figure 1 displays how in comparison to PCA as shown in Table 1, Robust PCA 

has higher sensitivity to the sum of clusters employed, based on the cumulative percentage of variation. For 

an instance, in Figure 1, when the 70% cumulative percentage was selected, the total clusters to maintain 
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were six and eight for both approaches, respectively. When 5% additional cumulative percentage of variance 

was used, the sum of clusters deviated from six to ten for Robust PCA with k-Means approach while the 

number of cluster became 35 for hybrid RPCA-spectral biclustering. The most significant effects for Robust 

PCA were shown on the choice of clustering approach which was sensitive to the acquired number of cluster.  

However, the selection of cumulative percentage of variation above 70% for the purpose of 

identifying the rainfall pattern was a weak decision as a cut off for the number of principal components. In 

Figure 1, the resulting number of cluster for hybrid RPCA-spectral biclustering noticeably turns much bigger 

after retaining 70% cumulative percentage of variation. In identifying rainfall patterns, too much clusters 

indicated that the grouping could be disadvantageous from an impact outlook so as to describe the variation 

of rainfall patterns in Peninsular Malaysia [28]. In order to examine the cluster solutions, the variation 

between two cluster approaches were tested. As a result, the variability of the hybrid RPCA-spectral 

biclustering model was smaller which is 0.0034 compared to PCA coupled with k-Means cluster analysis 

which is 0.0300. Evidence form this was provided by [29] which indicated that higher variation in clustering 

represented more noise and weaker signal within discovered clustering approaches. Therefore, it showed that 

the proposed hybrid RPCA-spectral biclustering had a relatively better clustering result in terms of the 

variation when compared to PCA with k-Means approach. Conclusively, hybrid RPCA-spectral biclustering 

is proven to be an efficient robust method combined with a series of two-way clustering approach when 

dealing with hydrological data especially in rainfall data where there was a significant improvement in the 

cluster partition. This prevented the rainfall data from having erroneous unbalanced clusters. 

 
 

Table 1. The number of components and clusters acquired using two appraoches on torrential rainfall data 
 

Cum.% 

Number of components Number of cluster, k 

PCA Robust PCA PCA with 

k-Means 

Robust PCA with 

k-Means  

PCA with Spectral 

biclustering 

Hybrid RPCA-

Spectral biclustering  

65 

70 

75 

80 
85 

90 

14 

19 

26 

35 
39 

42 

13 

15 

22 

28 
30 

35 

2 

2 

2 

2 
2 

2 

6 

6 

10 

10 
12 

12 

2 

2 

2 

2 
2 

2 

8 

8 

35 

52 
52 

95 

 

 

 
 

Figure 1. The number of clusters obtained using Robust PCA combined with different cluster 

analysis approaches. 

 

 

4. CONCLUSION 

The Robust PCA stood out as an engaging contender to the current classical PCA approach. 

Specifically, Robust PCA showed an extensive progress in the partition of clusters as compared to  

classical PCA. In climatology studies especially in identifying rainfall patterns, obtaining more than a pair of 

clusters to explain the variations of patterns of rainfall is more pertinent. In addition, it appeared that Robust 

PCA required fewer components to extract so as to achieve at least 70% of significance cumulative 
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percentage in contract to Pearson. Too few components would affect the observations in a way that they were 

poorly embodied and would be clustered together because of low scores on every components. 

On the contrary, if more number of components to maintain or more cumulative percentage were used, there 

would be poor result in identifying rainfall patterns since it amplifies the significance of noise. Hence, the 

optimum cumulative percentage to identify rainfall patterns is between 65% until 70%. This study had shown 

that the proposed hybrid RPCA-spectral biclustering is particularly well adapted in identifying rainfall 

patterns in Peninsular Malaysia due to the small variation of the clustering result. Having mentioned this, it is 

renounced that all of the result is strictly allied to the cases based on rainfall data in Peninsular Malaysia 

where the weather and seasons differ from other zones. 
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