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Abstract- The coronavirus disease 2019
(COVID-19) outbreak in December 2019 had
affected the way of living for people around
the world including students in educational
institutions. These students had to prepare
for the continuity of their study mentally and
physically by adapting to the online teaching and
learning approach, which can significantly impact
their academic performance. Hence, this study
examines the students’ academic performance
on the online teaching and learning approach,
thus predicting their academic performance for
the upcoming semester. This study enables
various actions to be taken in improving and
maintaining the student’s performance in their
study activities. The study was conducted on
undergraduate students from the Faculty of
Science and Mathematics, Universiti Pendidikan
Sultan Idris. This paper presents the prediction
of the student’s academic performance with a
linear regression model. Evidently, the result
shows that the student’s academic performance
continually improves while adapting to the online
teaching and learning approach. It also shows
that there were few respondents affected while
adapting to this new norm approach. Hence, the
future development of the regression model can
be improved by having a more comprehensive
range of Malaysian universities’ data.
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I. Introduction

The novel coronavirus, which was first reported by
the Wuhan Municipal Health Commission of the Repub-
lic of China in December 2019, had been pronounced
by the World Health Organisation (WHO) as a pan-
demic. The virus is a super contagious disease and
named COVID-19 that could trigger respiratory prob-
lems to the affected person. Consequently, the virus had
been spreading and infecting all countries around the
globe. Malaysia’s first detected case was on January 24,
2020 [1]. Since then, the cumulative cases of COVID-
19 in Malaysia had reached 50,030 cases as of Novem-
ber 2020 [2]. Malaysian Control Order (MCO) has been
implemented since March 18, 2020, by the government
to prevent and stop the chain of spreading this conta-
gious virus [3]. The MCO is mainly an inclusive ban of
mass gatherings and movements such as social, sports,
religious, and cultural events. Educational institutions
including schools and universities were also affected by
the order and forced to be closed [4].

The implementation of the MCO has restricted edu-
cational institutions from conducting physical teaching
and learning activities. Therefore, universities have to
adopt the new norm namely online learning to allow ed-
ucational activities to continue. The Ministry of Higher
Education (MOHE) Malaysia had proposed and sug-
gested that every higher educational institution conducts
its educational activities using an online platform on May
27, 2020 [5]. Responding to the government’s call, Uni-
versiti Pendidikan Sultan Idris (UPSI) took the initia-
tive and implemented fully online teaching and learn-
ing activities. Online-based learning is a digital teaching
and learning via technology such as Zoom, Google Meet,
MOOC, YouTube, and Webex [6, 7]. The materials of
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teaching and learning activities are also varied in such
a way as visual graphics, words, animations, video or
audio to enable students’ accessibility to information.

Although some educators use blended learning as
their teaching and learning pedagogical approach, fully
online learning activities are scarce in Malaysia. How-
ever, during these unprecedented times and the occu-
pancy of MCO, all educational institutions have the ur-
gency to execute and find the alternatives by implement-
ing a fully online teaching and learning approach. Online
learning has affected the students in many ways such as
decreased self-motivation, unorganized study time, un-
conducive learning environment, perplexity among fam-
ily members, and various technical problems that lead to
online overloaded [8]. Hence, due to online learning ob-
stacles, students have been struggling to maintain their
academic performance, which can affect their future.

There are various types of predictive models that can
be applied to determine factors affecting a student’s aca-
demic performance. The use of these models is to predict
the chosen factors by observing their patterns, discover-
ing the trends and later, the outcome will be drawn.
Some of the well-known predictive models are decision
tree, singular spectrum analysis, support vector machine,
and linear regression [9, 10, 11]. These models have a
different style of an algorithm to produce an outcome.
The predictive model implemented in this study was the
Linear Regression Model (LR). The regression model is
a statistical analytic model that can help to predict a
trend of data. The LR model can be used in various
applications such as trend analysis, business planning,
marketing, prediction of finance, time series prediction,
biomedical and drug response modelling and environ-
mental modelling. Linear regression assumes that the
relationship between x and y as a straight line (linear).
This model has the simplest form of a predictive model
using the formula of a straight line (y = mx + c). The
independent variable x is called a predictor while the
dependent variable y is a response. The application of
this model towards predicting academic performance had
been widely used since the model is easily understand-
able without needing a mastery of mathematical skills
[12, 13].

This paper will focus on predicting student’s Grad-
ing Point Average (GPA) using the Linear Regression
Model. By observing the results, one can help to improve
their teaching and learning approach such as improvis-
ing learning methods, using suitable learning materials
and making better preparation for teaching and learning
activities.

II. Data

For this study, the data employed were the Grade
Point Average (GPA) of the undergraduate students,
who are currently in semester 3 to semester 7, from
the Faculty of Science and Mathematics, Universiti Pen-
didikan Sultan Idris. The data collected through a survey
using an online platform, particularly, in Google Forms.
From the data, 82.5% are female, and 17.5% are male,

where 66% of them are Mathematics students, 7% are
Biology students, 15% are Chemistry students, 4% are
Physics students, and 8% are Science students.

Fig. 1: Student’s Gender

Fig. 2: Student’s Program

III. Methodology

A. Regression
Regression is one of the analytical models that helps

in fitting an equation into a dataset. The simplest form
of regression is in the form of a straight line using the
formula y = ax + b. The values of a and b need to be
determined to get the equation line, to give the results
of the prediction of y that depends on variable x. The
regression task started with a known value of the target.
A regression model is not commonly used for academic
purposes; therefore, not many researchers use this model
to predict scholastic achievements [14]. However, the
linear regression model will be applied in this research to

INTERNATIONAL JOURNAL OF BIOLOGY AND BIOMEDICAL ENGINEERING 
DOI: 10.46300/91011.2021.15.21 Volume 15, 2021

Ε-ISSN: 1998-4510 185



project undergraduate students’ academic performance
after online teaching and learning activities.

B. Methodology of Regression Model
To construct a linear regression model, the values of

the parameters need to be determined for the use of the
prediction model. Symbols are used to represent the re-
lationship of the equation. The process of regression is
to estimate the value of a continuous target (y) as a func-
tion (F ) which depend on the variable of the predictors
((x1, x2, x3, . . . , xn), set of parameters (β1, β2, . . . , βn)
and error (e) as in Equation (1) [15].

Y = F (x, β) + e (1)

The independent variables (x) refer to the predictors
and the dependent variable (y) refers to the target. The
error is known as residual, obtained by the discrepancy
between the expected and predicted value of the predic-
tor. The parameter of regression is known as regression
coefficients. The regression model training process was
involved in obtaining the parameter values that will min-
imize the measure of the error, for example, the sum of
squared error.

C. Linear Regression
The use of the Linear Regression Model is observing

the relationship between the independent variables (pre-
dictor) and dependent variable (target) [12]. The model
can be represented using a straight-line equation as fol-
lows:

y = β2x+ β1 + e (2)

The slope of the line (β2), and y-intercept (β1) are the
two parameters in linear regression which (β2) is the an-
gle between a data point and the regression line while
(β1) is the point of x crosses y-axis (x = 0).

D. Coefficient of Determination
R2 is denoted as the coefficient that acts as a vi-

tal output of a regression analysis. The form of this
coefficient is in a proportion variance in the dependent
variable that is predicted from the stated variable. The
detail of this coefficient is given as follows:

� The range of coefficient is between 0 to 1.

� If R2 = 0, the dependent variable cannot be pre-
dicted from independent variable or else the predic-
tion is depends on error, e.

� If R2 between 0 to 1, the dependent variable is pre-
dictable. For example, R2 of 0.10 indicates 10% of
variance in Y is predictable from X.

E. Prediction Model
The prediction model needs to be constructed to pre-

dict the academic performance of the students. In this
study, academic performance can be observed from a stu-
dent’s GPA, which will be the target of the prediction
(independent variable, y). Age was chosen to be the in-
dependent variable x. The prediction model is based on
Equation (2).

IV. Results and Discussion

Regression analysis on the data of the undergradu-
ate students was performed using XLSTAT. XLSTAT
can perform various data analyses, presentation of func-
tions, statistical analysis and graphical data depiction.
The summary statistics shown in Table 1 describes the
target (dependent variable, y), which is the GPA, and
predictors (independent variable, x), which is the AGE.

Table 1: Summary Statistics

Variable Observations Obs.
with

missing
data

Obs.
without
missing

data

GPA 227 0 227

AGE 227 0 227

Minimum Maximum Mean Std. de-
viation

2.050 5.450 3.796 0.263

20.000 26.000 21.863 1.497

From Table 2, R2 is 0.068, which can be translated
as 6.8% of the variance is predictable using the variable
age. The Root Mean Square Error (RMSE) signifies the
expected error when using the variable age is 0.254 years,
equivalent to 3 months. Given the p-value of the F statis-
tic generated in Table 3, with a significance level of 5%,
the information from the explanatory variables is sub-
stantially better than that of a basic mean.

Table 2: Goodness of fit statistics (GPA)

Statistics Training set Validation set

Observations 227 1

Sum of weights 227 1

DF 225 -1

R2 0.068

Adjusted R2 0.064

MSE 0.065

RMSE 0.254

MAPE 4.597 0.0000

DW 1.724

Cp 2.000

AIC -619.531

SBC -612.681

PC 0.949
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Table 3: Analysis of variance (GPA)

Source DF Sum of
squares

Mean
squares

F Pr > F

Model 1 1.06 1.06 16.42 <0.0001

Error 225 14.56 0.07

Corrected
Total

226 15.62

Table 4: Model Parameters (GPA)

Source Value Standard error t

Intercept 4.797 0.248 19.373

AGE -0.046 0.011 -4.052

Pr > |t| Lower bound
(95%)

Upper bound
(95%)

<0.0001 4.309 5.285

<0.0001 -0.068 -0.024

From Table 4, the value of parameters of the slope
of the line β2 = 4.797, and y-intercept β1 = −0.046.
The equation of the prediction model of the GPA is
y = 4.797x − 0.046. The model was then used to con-
struct a prediction of the students’ GPA collected from
the surveys. The results are shown in Figure 3.

Fig. 3: Scatter plot shown of the actual GPA and stan-
dardized residuals

The scatter plot shown in Figure 3 explains the trend
of student’s GPA from their past results. This trend
demonstrates that the GPA is higher throughout the
year.

From the scatter plot in Figure 4, the undergraduate
students’ GPA had increased drastically since the scat-

ter plot cumulated at the right side of the graph. There
is a slight trend that the undergraduate student’s GPA
will increase over time since the results show that most
students either maintain or get a higher GPA for the
upcoming semester. There is only a slight error for the
prediction model; hence the prediction model is still re-
liable to predict the student’s GPA.

Fig. 4: Scatter plot shown of the prediction GPA and
standardized residuals

Fig. 5: Scatter plot shown of the error of actual GPA-
prediction GPA

Based on the results, by using the linear regres-
sion model, the result is suitable for predicting the stu-
dent’s academic performance since it shows significant
improvement of student’s GPA through online teaching
and learning activities during the MCO. From the data
collected, the model could be constructed using the lin-
ear regression method by determining the variables for
the equation. By referring to Figure 3, the linear re-
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gression model for the prediction using predictor AGE
showed that students’ academic performance would in-
crease through their upcoming semester. The graph is
inclined to positive infinity and shows a significant in-
crease in the student’s academic performance. Figure 4
shows that the graph is skewed to the right and most
students are predicted to have higher GPAs. It indicates
that the students can obtain higher results in their up-
coming semester although they have to learn through an
online platform.

Certain reasons would cause an increase in students’
GPA result even though they have to go through on-
line teaching and learning approach during the MCO pe-
riod. One of the reasons is that students feel safe and at
ease during class because they have more time to prepare
for themselves before starting their class. Most lectur-
ers will have a synchronous class which means students
need to attend the class using online platforms such as
Google Meet, MOOC, Zoom and Microsoft Teams; or
asynchronous classes that require them to watch videos
prepared by their lecturers. Due to this, students have
more courage to ask questions without worry or self-
conscious about what their peers will think. They will
be more motivated to gain more knowledge since they
do not have to worry about their feelings of afraid to
be judged by others. Besides, students could expand
their knowledge on using the technology to help them
learn and complete their tasks. Most of the lecturers
did give tasks or assignments to the students to brush
up on their knowledge. However, since the MCO pe-
riod, students cannot move around and meet their group
mates, thus students need to have other alternatives to
complete the task given. Online group platforms such
as Google Slides, Google Docs, and Powtoon can help
students cooperate to complete their tasks. They will be
more competent in completing the task and perform the
submission on time, which leads to getting a good grade.

On the other hand, some students cannot keep up
with online teaching and learning activities, resulting in
a drop in their GPA. They could have a lack of moti-
vation to go through the online teaching and learning
processes. The lack of access to the internet can be one
of the reasons students have a hard time attending their
online class, completing the tasks given, which results
in a course fail. For this reason, lecturers need to keep
revising and improving their teaching and learning ap-
proach and prepare suitable material to help students
engage with the course. Students also need to be more
focused and ready to learn during online classes so that
they will not be left behind.

Online teaching and learning activities will not affect
a student’s study badly; instead, it helps students im-
prove their academic performance. Implementing an on-
line teaching and learning approach will be a great way to
ensure the continuity of teaching and learning activities
of the undergraduate students during the MCO period.

V. Conclusion

The purpose of applying a statistical method is to
improve students’ academic performance by predicting
their academic results to provide the necessary aid. Us-
ing the traditional way of the predicating method will
only take a longer time since there are many complexi-
ties of the learning environment and a variety of learning
tools that can limit the study. In this study, a linear
regression model was implemented to project students’
academic performance based on the current semester of
their GPA. The student’s current GPA (online learning)
was compared with the previous GPA result (face-to-face
learning) from the past semester. It can be concluded
that online learning will not affect a student’s academic
performance since majorities of them gain benefits from
it which increases the student’s academic performance.
Conclusively, this linear regression model can be applied
as a generic tool to predict a student’s academic perfor-
mance.
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University Students’ Academic Achievement by Lin-
ear and Logistic Models, The Spanish Journal of Psy-
chology, 11(1) (2008), 275 – 288.

[12] R. R. Rajalaxmi, P. Natesan, N. Krishnamoor-

thy, S. Ponni: Regression Model for Predicting En-
gineering Students Academic Performance, Interna-
tional Journal of Recent Technology and Engineering
(IJRTE), 7(6S3) (2019), 71 – 75.

[13] P. M. Arsad, N. Buniyamin, J. A. Manan: Predic-
tion of engineering students’ academic performance
using Artificial Neural Network and Linear Regres-
sion: A comparison, Proceeding of the 2013 IEEE
5th Conference on Engineering Education (ICEED),
(2013), 43 – 48.

[14] S. J. H. Yang, O. H. T. Lu, A. Y. Q. Huang, J. C.

H. Huang, H. Ogata, A. J. Q. Lin: Predicting Stu-
dents’ Academic Performance Using Multiple Linear
Regression and Principal Component Analysis, Jour-
nal of Information Processing, 26 (2018), 170 – 176.

[15] P. K. Srimani, M. M. Patil: Regression Model for
Edu-data in Technical Education System: A Linear
Approach, ICT and Critical Infrastructure: Proceed-
ings of the 48th Annual Convention of Computer So-
ciety of India- Vol II, (2014), 785 – 793.

Creative Commons Attribution License 4.0 (At-
tribution 4.0 International , CC BY 4.0)
This article is published under the terms of the Creative
Commons Attribution License 4.0

https://creativecommons.org/licenses/by/4.0/deed.en US

INTERNATIONAL JOURNAL OF BIOLOGY AND BIOMEDICAL ENGINEERING 
DOI: 10.46300/91011.2021.15.21 Volume 15, 2021

Ε-ISSN: 1998-4510 189

https://creativecommons.org/licenses/by/4.0/deed.en_US

	Introduction
	Data
	Methodology
	Regression
	Methodology of Regression Model
	Linear Regression
	Coefficient of Determination
	Prediction Model

	Results and Discussion
	Conclusion



